Towards an Extensible Efficient Event Processing Kernel

Mohammad Sadoghi
Middleware Systems Research Group
Department of Computer Science
University of Toronto, Canada
mo@cs.toronto.edu

ABSTRACT
The efficient processing of large collections of patterns (Boolean expressions, XPath expressions, or continuous SQL queries) over data streams plays a central role in major data intensive applications ranging from user-centric processing and personalization to real-time data analysis. On the one hand, emerging user-centric applications, including computational advertising and selective information dissemination, demand determining and presenting to an end-user only the most relevant content that is both user-consumable and suitable for limited screen real estate of target (mobile) devices. We achieve these user-centric requirements through novel high-dimensional indexing structures and (parallel) algorithms. On the other hand, applications in real-time data analysis, including computational finance and intrusion detection, demand meeting stringent subsecond processing requirements and providing high-frequency and low-latency event processing over data streams. We achieve real-time data analysis requirements by leveraging reconfigurable hardware – FPGAs – to sustain line-rate processing by exploiting unprecedented degrees of parallelism and potential for pipelining, only available through custom-built, application-specific, and low-level logic design. Finally, we conduct a comprehensive evaluation to demonstrate the superiority of our proposed techniques in comparison with state-of-the-art algorithms designed for event processing.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Information filtering

General Terms
Algorithms, Design, Measurement, Experimentation, Performance
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1. INTRODUCTION
Efficient event processing is an integral part of a growing number of web and data management technologies ranging from user-centric processing and personalization to real-time data analysis. In user-centric processing applications, there are computational advertising [28, 10], online job sites [17, 28], and location-based services for emerging applications in the co-spaces [1, 19]; common to all are patterns and specifications (e.g., advertising campaigns, job profiles, service descriptions) modeled as Boolean expressions, XPath expressions, or SQL queries and incoming user information (e.g., user profiles and preferences) modeled as events using attribute-value pairs, XML document, or relational tuples. In the real-time analysis domain, there are (complex) event processing [11, 2, 6, 7, 5], XML filtering [3, 18, 15], intrusion detection [27], and computational finance [23]; again, common among these applications are predefined set of patterns (e.g., investment strategies and attack specifications) modeled as subscriptions and streams of incoming data (e.g., XML documents, data packets, stock feeds) modeled as events.

Unique to user-centric processing and personalization are strict requirements to determine only the most relevant content (e.g., ads) that is both user-consumable and suitable for the often limited screen real estate of client devices [17, 28, 10]. In addition, the user-centric processing demands scaling to millions of patterns and specifications (e.g., advertising campaigns) for supporting large-scale enterprise-level user-services, processing latency constraints in the subsecond range for meeting an acceptable service-level agreement, and improve expression expressiveness for capturing interesting patterns and desired preferences. To address these challenges using a software-based approach, we develop and design an effective algorithms and high-dimensional indexing structures [20, 8, 21, 22] to achieve processing large volume of incoming user information and to serve user-relevant contents.

Unique to real-time data analysis applications are critical requirements to meet the ever growing demands in processing large volumes of data at predictably low-latencies across many application scenarios. The need for more processing bandwidth is the key ingredient in high-throughput real-time data analysis that enables processing, analyzing, and extracting relevant information from streams of incoming data. Therefore, as proliferation of data and bandwidth continues, it is becoming essential to expand the research horizon to go beyond the conventional software-based approaches and adopt other key enabling technologies such as reconfigurable hardware in the form of FPGAs. FPGAs are cost-effective and energy-efficient solutions that are increasingly being explored to accelerate data management applications. On this front, using a hardware-based approach, through FPGAs, we exploit the inherent hardware parallelism by creating custom-built, application-
specific, and low-level logic design in order to achieve real-time event processing on hardware [23, 26, 25, 24].

In particular, at the core of any efficient event processing platform lies a kernel that solves the matching problem (i.e., the focus of this thesis.) We define the stateless matching problem as:

Given an event \( \omega \) (e.g., a user profile) and a set of Boolean expressions \( \Omega \) (e.g., advertising campaigns), find all expressions \( \Omega \in \Omega \) satisfied by \( \omega \).

This definition can be extended to support stateful matching by incorporating time- or count-based sliding window semantics in order to define the matching problem over a snapshot of an observed finite portion of the event stream. In addition, our expressions are reformulated as SQL queries (instead of Boolean expressions) extended with sliding window semantics. Likewise, the stateful matching problem is defined as follows:

Given a stream of events (i.e., a bag of \( \langle \omega, \tau \rangle \) tuples, where \( \omega \) is an event at time \( \tau \)) and a collection of continuous SQL queries \( \mathcal{Q} \), the SQL queries are continuously evaluated over the event stream.

We extract five challenges of paramount importance from applications that rely on event processing, in particular, when patterns are defined as Boolean expressions, which is the primary focus of this paper. First and foremost, the index structure designed for matching Boolean expressions must support \( \text{top-k} \) matching to quickly retrieve only the most relevant expressions, which is not addressed by prior Boolean expression matching approaches (e.g., [2, 7].) Furthermore, the relevance computation must be based on a generic and preference-aware scoring function, which is not addressed by prior approaches (e.g., [17].) Moreover, the \( \text{top-k} \) model must cope with much higher dimensionality (e.g., a dimension can represent an attribute in the user profile such as age, gender, and location) that is beyond the scope of dominant database \( \text{top-k} \) techniques (e.g., [14]) and skyline query processing (e.g., [4].) In general, the prevalent space dimensionality in event processing applications is in hundreds (or thousands), namely, orders of magnitude larger than capabilities of existing multi-dimensional and high-dimensional structures developed in the database community (e.g., [12].) Second, the index must support predicates with an expressive set of operators over continuous and discrete domains, which is also not supported by prior matching approaches (e.g., [2, 7, 28].) Third, the index must enable dynamic insertion and deletion of expressions, often disregarded as a requirement in matching algorithm design (e.g., [2, 17, 28].) Fourth, the index must employ a dynamic structure that adapts to changing workload distributions and expression schemata, also often disregarded in most matching algorithm designs (e.g., [2, 17, 28].) Finally, the index structure must scale to millions of Boolean expressions and afford low-latency and high-throughput expression matching demanded by most user-centric and real-time data analysis applications.

2. THESIS OUTLINE

This thesis addresses the problem of efficient event processing over data streams by proposing a solution that consists of three layers:\footnote{As part of this thesis, we also developed a Boolean expression workload generator (BEGen): http://msrg.org/datasets/BEGen} the higher-, the core-, and the lower-layers. At the core-layer of our solution lies an efficient Boolean expression matching kernel\footnote{The matching kernel is implemented in C (47K lines of code.)} [20, 8, 21, 22]. The extensibility of this matching kernel\footnote{It captures the essence of our matching workloads and the challenges they present.} gives rise to the higher-layer of our solution that supports application requirements including \( \text{top-k} \) processing [22], XML filtering and dissemination [20], and (complex) event processing [8]. Another major benefit of our matching kernel\footnote{The matching kernel is implemented in C} is its regular, more tabular or-
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organization of its data structure, as well as Boolean expression and attribute-value-pairs-based nature of its base language, that lends itself well to parallel and hardware processing. As a result, at the lower-layer, the event processing performance is further boosted by leveraging an unprecedented hardware parallelism [23, 26, 24, 25], only available through custom-built, application-specific, and low-level logic design. Figure 1 illustrates our three-layer architecture.

In particular, at the lower-layer, (1) we extend our solution to enable complex event processing [24] (i.e., stateful matching.) In particular, we develop high-throughput, custom circuits to implement the relational algebra over a window of input events for effective processing of SPJ (Select-Project-Join) queries [24]. The hardware implementation enables a high degree of parallelism and pipelining beyond the reach of software-based implementations. These custom circuits serve as a library of operators. (2) We introduce a novel multi-query optimization technique inspired from highly parallelizable rule-based system designs by mapping an SPJ-query into a Rete-like operator network [24]. We exploit the overlap among SPJ query plans by constructing a single global query plan to be executed in hardware. (3) We design software-to-hardware multi-query processing techniques that map a set of SPJ queries into a Rete-like global query plan. Subsequently, the global plan is converted into Hardware Description Language (HDL) code using our “hardware library” of custom building blocks for the various relational algebra operators. These mapping techniques are akin to a compiler that can process a query expressed in our language into a custom circuit that processes event streams.

At the higher-layer, we present \( \text{BE*-Tree} \) that is geared towards efficiently determining the most relevant expressions (e.g., ads), in which \( \text{top-k} \) processing is treated as first class citizens [22]. \( \text{BE*-Tree} \) introduces a novel hierarchical \( \text{top-k} \) processing scheme that differs from existing work which relies on a static and a flat structure [17, 28]. Furthermore, we present GPX-Matcher, a novel encoding of XPath expressions and XML documents into expressions and attribute-value pairs, respectively, that leverages our matching kernel [20]. Moreover, we formalize the encoding of XPath expressions into predicated-based Boolean expressions. We demonstrate a matching time in the millisecond range for millions of XPath expressions which outperforms state-of-the-art algorithms.

Finally, at the core-layer, the \( \text{BE*-Tree} \) family structure achieves scalability by overcoming the curse of dimensionality through a (non-rigid) space-cutting technique without restricting the language expressiveness and structure dynamics [21, 22]. Notably, with respect to scalability, in \( \text{BE*-Tree} \), we solve the two critical challenges common to most multi-dimensional and high-dimensional structures (e.g., [12]): (1) avoiding indexing non-empty space (2) minimizing overlap and coverage [22].

These challenges are tackled in \( \text{BE*-Tree} \) by proposing a bi-direct-
ional tree expansion: (1) a top-down (data and space clustering) and a bottom-up (space clustering) growth process, which together enable indexing only non-empty continuous subspaces and adapting to workload changes; (2) a splitting strategy to systematically produce and maintain overlap-free subspaces for holding expressions [22]. Furthermore, with respect to adaptability, in BE-Tree, we introduce a deterministic and a self-adjusting mechanisms that adapt as expression and event workloads change; thus, BE-Tree’s main focus is to achieve an insertion-sequence independent dynamics [21].

In the following sections, we, first, formalize our Boolean expression language and data model; second, we briefly describe the (common) key structure of BE-Tree and BE*-Tree.

3. LANGUAGE AND DATA MODEL

In this section, we define our Boolean expression language and spatial event data model followed by our (top-k) matching semantics.

Notation Given an n-dimensional space $\mathbb{R}^n$, we define the projection of $\mathbb{R}^n$ onto $\mathbb{R}^k$ as a k-dimensional subspace, denoted by $\pi_{d_1 \ldots d_k}(\mathbb{R}^n) = \mathbb{R}^k$, where $\pi_{d_1 \ldots d_k} : \mathbb{R}^n \rightarrow \mathbb{R}^k$, $k \leq n$, and each $d_i \in \{d_1 \ldots d_k\}$ represents the i\textsuperscript{th} dimension in $\mathbb{R}^n$ and corresponds to the j\textsuperscript{th} dimension in $\mathbb{R}^k$; for ease of notation, we define the identity projection as $\pi_{\Omega}(\mathbb{R}^n) = \mathbb{R}^n$. In addition, we define a k-dimensional bounding box $B^k$ over $\mathbb{R}^k$ as $B^k = [\min_1, \max_1] \times \cdots \times [\min_k, \max_k]$.

Let $\xi_i(B^k) = [\min_i, \max_i]$ be the i\textsuperscript{th} boundary in $B^k$ defined over the i\textsuperscript{th} dimension in $\mathbb{R}^k$ which corresponds to the j\textsuperscript{th} dimension in $\mathbb{R}^n$. Let $\chi_i(B^k)$ be the center of the i\textsuperscript{th} dimension in $B^k$. Furthermore, let $\lambda_i(B^k)$ be the length of the i\textsuperscript{th} boundary in $B^k$ given by $\lambda_i(B^k) = \max_i - \min_i$.

Lastly, let $\mu_i(B^k) = \min_i$ and $M_i(B^k) = \max_i$ represent the minimum and the maximum value of the i\textsuperscript{th} boundary of $B^k$, respectively.

Expression Language and Subspace Model We support a rich Boolean expression language that unifies the subscription language and the data model. This generalization gives rise to more expressive matching semantics while still encompassing the traditional publish/subscribe matching problem.

In our model, a Boolean expression is a conjunction of Boolean predicates. A predicate is a quadruple: an attribute that uniquely represents a dimension in $\mathbb{R}^n$; an operator (e.g., relational operators ($\leq$, $\geq$, $\neq$), set operators ($\in$, $\notin$), and the SQL BETWEEN operator); a set of values (for discrete domains) or a range of values (for continuous domains); and an assigned predicate weight, denoted by $p_{\text{attr},\text{val}}(\omega(x))$ or more concisely as $P(\omega)$. A predicate either accepts or rejects an input x such that $P_{\text{attr},\text{val}}(\omega(x)) : x \rightarrow \{\text{True}, \text{False}\}$, where $x \in \text{Dom}(P_{\text{attr}})$ and $P_{\text{attr}}$ is the predicate’s attribute. Formally, a Boolean expression $\Omega$ is defined over $\mathbb{R}^k$ as follows:

$$\Omega = \{P_{\text{attr},\text{val}}(\omega(x)) \wedge \cdots \wedge P_{\text{attr},\text{val}}(\omega(x)), \forall k \leq n; \ i, j \leq k, P_{\text{attr}} = P_{\text{attr}} \iff i = j\}.$$  

We extended the semantics of projection to a Boolean expression in order to enable projecting onto predicates associated with certain dimensions $\pi_{d_1 \ldots d_k}(\Omega) = \{\forall \omega \in \mathbb{R}^k : P_{\text{attr}} = \pi_{\text{attr}}(\omega(x)) \wedge \cdots \wedge P_{\text{attr}}(\omega(x)), \forall d_i \in \{d_1 \ldots d_k\}, P_{\text{attr}} = d_i, \Omega(x) \in \Omega\}.$

| attr $\leq$ v1 | $[-\infty, v_1]$ |
| attr $\leq$ v2 | $[-\infty, v_2]$ |
| attr = v1 | $[v_1, v_1]$ |
| attr $\neq$ v1 | $(-\infty, \infty)$ |
| attr $\geq$ v2 | $[v_2, \infty)$ |
| attr $\gt$ v1 | $[v_1, \infty)$ |
| attr $\leq$ v1 | $(-\infty, v_1]$ |
| attr $\geq$ v2 | $[v_2, \infty]$ |

Now, we are in a position to formalize the predicate mapping\(^3\) and, ultimately, to (approximately) represent an expression as a k-dimensional bounding box.

A predicate $p_{\text{attr},\text{val}}(\omega(x))$ is mapped into a 1-dimensional bounding box, denoted by $\gamma(p_{\text{attr},\text{val}}(\omega(x))) = B^k$, as shown in Table 1, where $\epsilon$ is the machine’s epsilon. Therefore, a predicate $P(\omega)$ is covered by $B^k = [\min_1, \max_1]$ only if the permitted values defined by $P(\omega)$ lie in $[\min_1, \max_1]$; for brevity, we say the predicate is enclosed by $B^k$. Similarly, we say an expression $\Omega$ over $\mathbb{R}^n$ is partially enclosed by $B^k$ w.r.t. the projection $\pi_{d_1 \ldots d_k}$, denoted by $\Gamma^\pi(\Omega)$.

$$\Gamma^\pi(\Omega) = \{B \mid \forall x \in \mathbb{R}^k : P_{\text{attr}}(\omega(x)) \in \pi(\Omega), \gamma(P(\omega)) \cap \xi_P(B^k) = \gamma(P(\omega))\}.$$  

Furthermore, we say an expression $\Omega$ is fully enclosed by $B^k$ when the identity projection $\pi_{\Omega}$ is applied, $\Gamma^{\pi_{\Omega}}(\Omega) = B^k$. Lastly, the smallest $B^k$, or the minimum bounding box (MBB), that (partially) encloses an expression $\Omega$ is given by

$$\Gamma^{\pi_{\min}}(\Omega) = \{\arg \min_{B^k} \Gamma^{\pi_{\Omega}}(\Omega) = B^k\}.$$  

The Boolean expression $\Omega$ is said to have size $k$, denoted by $|\Omega| = k$, when having $k$ predicates; hence, $\Omega$ is represented by $\Gamma^{\pi_{\min}}(\Omega)$ defined over a k-dimensional subspace.

Top-k Matching Semantics Our formulation of subscriptions and events as expressions enables us to support a wide range of matching semantics, including the classical publish/subscribe matching: Given an event $\omega$ and a set of subscriptions $\Omega$, find all subscriptions $\Omega_i \in \Omega$ that are satisfied by $\omega$. We refer to this problem as the stabbing subscription\(^4\) $S\Omega(\omega)$ and formalize it as follows:

$$S\Omega(\omega) = \{\Omega_i \mid \forall x \in \mathbb{R}^k : P_{\text{attr},\text{val}}(\omega(x)) \in \Omega_i, \exists x \in \text{Dom}(P_{\text{attr}}), P(\omega(x) \wedge P_\omega)\}.$$  

Alternatively, we can (approximately) express stabbing subscription as subspace matching in $\mathbb{R}^k$ as follows, where the approximation is due to the mapping function $\gamma$:

$$S\Omega(\omega) = \{\Omega_i \mid \forall x \in \mathbb{R}^k : P_{\text{attr},\text{val}}(\omega(x)) \in \Omega_i, \exists x \in \text{Dom}(P_{\text{attr}}), P(\omega(x) \wedge P_\omega)\}.$$  

We also adopt the popular vector space scoring used in information retrieval (IR) systems\(^5\) for computing the score of a matched subscription $\Omega_i$ for a given event $\omega$ (to enable top-k computation), denoted by $\text{score}(\omega, \Omega_i)$, and defined by

$$\text{score}(\omega, \Omega_i) = \sum \gamma(P(\omega)) \cap \gamma(P_\omega) \neq \emptyset.$$  

\[^3\] The mapping strategy for predicates with operator $\in$, $\notin$, $\neq$ is especially effective because the number of predicates per expression is on the order of tens while the number of space dimensions is on the order of thousands.

\[^4\] This is a relaxation of the stabbing query problem, in which interval cutting is generalized to subspace cutting.

\[^5\] We are not limited to IR scoring, but support any monotonic scoring function.
adapt to a skewed workload while space clustering aims to avoid indexing empty space and to avoid partial information about data (e.g., an attribute and a range of values) in its descendant leaf nodes. BE-Tree consists of three classes of nodes: p-node (partition node) for storing the partitioning information, i.e., an attribute; c-node (cluster node) for storing the clustering information, i.e., a range of values; and l-node (leaf node), being at the lowest level of the tree, for storing the actual data. Moreover, p-nodes and c-nodes are logically organized in a special directory structure for fast tree traversal and search space pruning. Thus, a set of p-nodes are organized in a p-directory (partition directory), and a set of c-nodes are organized in a p-directory (cluster directory). The overall BE-Tree structure is depicted in Figure 2.

Two-phase Space-cutting BE-Tree’s two-phase space-cutting, the partitioning followed by the clustering, introduces new challenges such as how to determine the right balance between the partitioning and clustering, and how to develop a robust principle to alternate between both. BE-Tree partially addresses these challenges by exploiting the discrete and finite space and by relying on deterministic grid-based clustering. Thus, in BE-Tree, we propose a splitting policy to guide the clustering phase for establishing not only a robust principle for alternating between partitioning and clustering but also for naturally adapting to the workload distributions. We begin discussing the overall structure and the two-phase cutting dynamics of BE-Tree before presenting the key design principles behind BE-Tree.

In BE-Tree, the partitioning phase, conceptually a global adjusting mechanism, is the first phase of our space-cutting technique. The partitioning phase is invoked once a leaf node overflows (initially occurs at the root level.) This phase involves ranking each candidate attr, attributes that appear in the expressions of the overflowed l-node, in order to determine the most effective attr, for partitioning. Essentially, this process identifies the highest ranking attr, given a scoring function, to spread expressions into smaller groups (leaf nodes.) In short, partitioning space based on a high-ranking attr, enables the pruning of search space more efficiently while coping with the curse of dimensionality by considering a single attr, for each partitioning phase.

Upon executing the partitioning phase, the high-dimensional indexing problem is reduced to one-dimensional interval indexing, which paves the way to exploit underlying distribution of a single attr, at a time through BE-Tree’s clustering phase, conceptually a local adjusting mechanism. The clustering phase, and ultimately the key component of BE-Tree, consists of (1) a clustering policy to group overlapping expressions (into buckets) that minimizes the overlap and the coverage among these buckets and (2) a robust and well-defined policy to alternate between the partitioning and the clustering.

The absence of a well-defined policy gives rise to the dilemma of whether to further pursue the space clustering or to switch back to the partitioning. Furthermore, a partitioned bucket can no longer be split without suffering from the cascading split problem. Thus, a clustering policy that cannot react and adapt to the insertion sequence is either prone to ineffective buckets that do not take advantage of the domain selectivity for effectively pruning the search space or is prone to suffering from substantial performance overhead due to the cascading split problem. Therefore, a practical
space clustering must support dynamic insertion and deletion and must adapt to any workload distributions, yet satisfying the cascading-split-free property.

In the clustering phase, each group of expressions is referred to as a bucket. Formally, a bucket is a 1-dimensional bounding box over \( \text{attr}_i \), denoted by \( B^1 \), and an expression \( \Omega \) with predicate \( f_{\text{attr}, \text{opt}, \text{val}, \text{wt}}(x) \in \Omega \) is assigned to a bucket only if

\[
\text{attr}_i = f_{\text{attr}}^i \quad \text{and} \quad \gamma(P_j(x)) \cap \varepsilon(f_{\text{attr}}(B^1)) = \gamma(P_j(x)).
\]

Furthermore, a bucket has a minimum bounding box (MBB) that partially encloses all of its expressions \( \Omega \) if and only if

\[
B^1 = \bigcup_{\Omega_j \in \Omega} f_{\text{attr}}^i(\Omega_j).
\]

Moreover, each bucket is associated with exactly one \( c \)-node in the BE-Tree, which is responsible for storing and maintaining information about the bucket’s assigned expressions.

**BE-Tree/BE*-Tree Invariance** In order to formalize BE-Tree’s invariance and operational semantics, we must distinguish among four bucket types: *open bucket*: a bucket that is not yet partitioned; *leaf bucket*: a bucket that has no children (or has not been split); *atomic bucket*: a bucket that is a single-valued bucket which cannot further be split; and *home bucket*: a bucket that is the smallest existing bucket that encloses the inserting expression. The correctness of the BE-Tree operational semantics is achieved based on the following three rules:

1. **insertion rule**: an expression is always inserted into the smallest bucket that encloses it.
2. **forced split rule**: an overflowing non-leaf bucket is always split before switching back to the partitioning.
3. **merge rule**: an underflowing leaf bucket is merged with its parent only if the parent is an open bucket.

Finally, the BE-Tree correctness can be summarized as follows. **Invariance**: Every expression \( \Omega \) is always inserted into the smallest bucket that encloses it and a (non-atomic) bucket is always split first before it is partitioned.

5. **FUTURE THESIS DIRECTIONS**

At the lower-layer of this thesis proposal, we continue to experiment with various designs that further exploit hardware-parallelism; in particular, we are currently evaluating a new hardware encoding to utilize the fast on-chip registers and a data placement algorithm (through replication and horizontal data partitioning) that eliminates chip’s idle areas and resources.

At the higher- and core-layers, in order to enrich expression expressiveness, we aim to support arbitrary Boolean expressions that are not limited to only disjunctive normal form expression; a requirement demanded in many application scenarios such as computational advertising and real-time data analysis. More importantly, in order to handle the sheer volume of today’s social and enterprise data, we are extending our algorithm to enable parallel matching (using OpenMP) and distributed top-k processing and exploring the possibility of matching computation distribution over MapReduce abstraction model.

Lastly, at the higher-layer, in order to study the generality, effectiveness, and practicality of our matching semantics and event processing language and data model expressiveness, we are developing a novel reformulation of data-centric workflow that is designed to utilize the loosely decoupled and distributed nature of publish/subscribe systems. Furthermore, we are demonstrating the practicality and expressiveness of our proposal by mapping an industry-based data-centric workflow, namely, IBM business artifact with Guard-Stage-Milestone (GSM), into our (extended) event processing language and data model. In short, the contributions are (1) mapping of data-centric workflow into publish/subscribe abstraction to achieve distributed and parallel execution; (2) detailed theoretical analysis of our proposed mapping; (3) formalizing the complexity of optimal workflow distribution over the publish/subscribe paradigm; and (4) implementing our proposed mapping over PADRES [9, 16], an enterprise-grade publish/subscribe infrastructure.
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